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Pragmatic and non -partisan position  

Independe nt of any school of thought, Club Praxis champions a renewed dialogue entered 

into with an open mind between citizens and political decision -makers, in particular through 

greater transparency of public data and decision -making processes. Through concrete a nd 

actionable reform recommendations, it aims to put the long -term general interest back at 

the heart of public action, and help define a new path for a France at the forefront of research 

and more open to the world.  

 

Independent of any subsidy  

Club Praxis operates on a completely voluntary basis; it does not receive any public or private 

grants. It consists mainly of researchers, economists, senior officials, senior executives and 

lawyers who want to put their skills and experience at the service of thei r country. This report 

reflects the views only of its authors.  

  



10 

 

Acknowledgments  

The authors would like to thank everyone who made suggestions, in particular Yann 

Coatanlem, Guy Sorman, Xavier Dupré, Pablo Winant, Adélaïde Sorel, Eric Nahon, the law 

firm B old and the data science consulting firm Ekimetrics for their contribution to the report. 

Thanks also to Vannina Malekzadeh who illustrated the report.  

  



11 

 

Our twelve recommendations to reposition Europe as an 

expert on content generation algorithms and a l eader in 

the fight against deepfakes  

We are suggesting  twelve ways to make Europe an expert in content generation algorithms 

and a leader in the fight against deepfakes . How? By defining standards of governance and 

regulation around deepfakes  and by protecting citizens through education.  

A. Make Europe a leader in the fight against deepfakes  

1. Help improve and develop  techniques for classifying content , whether true, false 

or suspicious (fact -checkers, watermarks , algorithms, blockchain), while defining 

European standards, to support the population in identifying reliable content.  

2. Support scientific research in the field of content generation algorithms , to be 

able to better combat them but also to use them for more positive applications for 

society.  

3. Foster European partnerships , pool resources to acquire the means to catch up 

with the progress of China, Russia and the United States in this area.  

 

B. Stre ngthen the accountability of platforms at European level  

4. Reinforce the responsibilities required of  platforms  (for example within the 

Digital Services Act). Require each platform to set up an internal governance structure 

for the regulation of its content . Place each governance body under European 

supervision, drawing inspiration from the regulations implemented in the banking 

sector following the 2008 crisis.  

5. Encourage platforms to implement tools to reduce the impact of deepfakes  

  Sanctions such as:  
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ǒ A penalty for authors publishing non -obvious false or malicious content.    

ǒ A clear statement warning the user that the publication could not be verified, 

and may even be  suspicious.    

ǒ A limit on the number of recipients of a publication.    

ǒ A limit on tran sfers per user for each publication.  

6. Require the platforms to share with judicial authorities any information they hold 

on the alleged perpetrators of deepfakes, as part of criminal investigations, without 

the platforms being able to refuse.  

 

C. Build a r egulatory environment adapted to an effective fight against 

deepfakes  

7. Promote access to their rights for victims of deepfakes , identity theft or 

harassment (to legal remedies and information about their rights) through the 

development and awareness  of sup port structures (whether through physical offices  

or via government  platforms).  

8. Strengthen existing criminal sanctions  against authors of content, and reassess 

them taking into account the new technological and digital environment where the 

creation of deepfakes  is made possible.  

9. Strengthen the responsibilities of platforms at state level, but above all at 

supra -state level (the transmission of information knowing no borders). To this 

end:  

ǒ Oblige platforms to verify and keep identification data of new accounts, and, 

in the absence  of real identification of the author, close the account without 

delay    

ǒ Limit and legally quantify the withdrawal period for illegal content reported to 

platforms under penalty of a heavy fine    
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ǒ Require hosts located outside France to appoint a representative in France 

who assumes the responsibility of the host who has not wi thdrawn within this 

legally fixed period content reported as illegal    

ǒ Allow in some exceptional cases, where there is clear evidence of illegal 

content, to order the permanent removal of a site, a profile, an account, a 

page, a group, without giving the site in question the opportunity to defend 

itself    

ǒ Systematically combine the financial sanctions imposed on platforms with 

publicity measures    

ǒ Develop a supranational organization for cyber -policing and judicial 

cooperation focused on the matter in or der to facilitate the exchange of 

information between countries  

 

 

D. Protect citizens from the impact of deepfakes   

10. Make the fight against deepfakes  a European objective for 2021. Set up 

awareness campaigns to explain and educate about deepfakes, their use s and the 

associated risks in terms of the misappropriation of images, voices and videos, while 

highlighting the possible applications to manipulate public opinion  

11. ϥncrease the authorsɅ responsibilities Require authors to report any deepfake  

content.  

12. Invol ve employers in the fight against deepfakes.  Encourage them to adopt 

ethical charters, to inform their employees, customers, suppliers and partners of their 

good ethical practices on the subject. Encourage training around deepfakes.   
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Objective of the repor t  

In this report, we look specifically at content generation algorithms . What are they capable 

of today? How do they work? How well do we recognize content produced by an artificial 

intelligence algorithm? What are GANs, the Generative Adversarial Networks , the algorithms 

behind the most sophisticated deepfakes? Are they only dedicated to making deepfakes , or 

can we identify beneficial applications for society? How can we raise public awareness to 

better recognize a deepfake  and thwart manipulation attempts? What legal framework is in 

place, and how should it evolve to adapt to new algorithms? We will address multiple ethical 

questions related to this subject, but also explore how it is possible to better evolve in an 

environment where c ontent generation algorithms are a growing presence.  

Our objective is, primarily, educational: a desire to popularize the subject for public 

authorities and companies , and to build awareness of the vertiginous issues raised by 

content generation algorithms . Secondly, it is also to weigh in on the debate around the 

digital, regulatory and legal  framework for deepfakes  as well as on the economic and social 

debate, in France and in Europe, in order to make the population more aware of these issues.  

It is with this in mind that we, thinkers, researchers and experts in the scientific, legal and 

ethical fields, all passionate about the subject of content generation algorithms and 

deepfakes, have come together to present this report, at a worrying time in history, when it 

is becoming easier to manipulate content and where the power of digital leaders to influence 

opinions and elections continues to grow. We feel there is an urgency to realize more widely 

that content generation algorithms have opened a real Pandora' s box. Developing more in -

depth knowledge in this sector will be essential to position Europe as the leader in the fight 

against deepfakes . 
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Introduction  

In May 2019, Facebook came under fire: the social network let circulate a fake video of the 

Speaker of the United States House of Representatives, Nancy Pelosi, in which she appeared 

to be drunk. A special effect made possible by slowing down the voice while keeping a 

credible visual. The video went viral and was seen by more than 2 million people in two days, 

causing a wave of reactions on social networks. The video was also shared by relatives of 

President Donald Trump, during a period of high tensions between Nancy Pelosi and the 

American president, each seeking to discredit their adversary. Faced with pressure to 

remove the video, Facebook invoked freedom of expression . Considering itself as neither 

guarantor nor judge of the veracity of contents shared online, the company announced its 

refusal to remove the video even though it was misleading and likel y to manipulate public 

opinion. Facebook nevertheless offered to label the video "partially false".  

The debate around manipulation and freedom of expression is not new . However, it is 

increasingly important. On the one hand, the growing power of social med ia networks make 

it possible to reach an increased number of people, and on the other hand technological 

progress that favors the creation of false content and in particular deepfakes: fake content 

created using technologies called deep learning. However, Facebook changed their position 

in early 2020 following the staging of its founder and CEO Mark Zuckerberg in a fake video 

that shows his likeness announcing that he is ready to use billions of peopleɅs stolen data to 

control the future and that he owes ev erything to a secret organization called ɈSpectreɉ. 

Although the video, which is the work of two hacktivist artists, is of poor quality and the 

subterfuge is obvious, could it have weighed in the balance to convince Mark Zuckerberg of 

the harmful power of deepfakes? Be that as it may, in January 2020, Facebook issued a press 

release saying it will ban  them.  

Now deepfakes are deployed as a tool for manipulation , even propaganda , and their  

impact on society is not yet kept in check. Their existence and their use raise many legal and 

ethical questions; however, beyond the laws and regulations that may be implemented to 
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control them, a fundamental problem remains: that of the abil ity to detect a deepfake. As 

technology evolves, it's getting harder and harder to spot a fake: according to MIT researcher 

Hao Li, we're just a few months away from completely undetectable deepfake  videos. 

Developing European knowledge of these technologi es, already mastered by many experts, 

particularly in China and Russia, therefore appears urgent in order to better understand and 

control them.  

The Villani report, published in 2018, details why France must imperatively invest more 

in the field of artific ial intelligence  (AI). For decades, artificial intelligence has fueled fears 

and fantasies, inspiring film directors and writers, but until recently its impact on society was 

tenuous. Indeed, artificial intelligence did not yet worry humanity, as it only r epeated what 

humans had taught it. However, a first event made its mark in 1997: the computer Deep Blue 

(IBM) beat the world chess champion Gary Kasparov. The event shook up a hesitant society: 

should it be concerned with the imminent and nevertheless fore seeable revolution that was 

looming? Eventually, it was above all the advances in processing power of computers over 

the past ten years that have put artificial intelligence algorithms back in the spotlight. Until 

then, the major obstacle for AI were the l ong learning times involved.. Thanks to 

improvements in computing power, this has now  been reduced. The second issue was the 

availability of data for training. This was alleviated by  the advent of digital technology, at 

least in part, through the prolife ration of applications and the ability to collect, store and 

share massive amounts of data, in particular using cloud -based storage.  

Therefore, it seems essential to raise awareness of these technologies among the general 

public. Our  main objective is to e xplain how they work and to offer suggestions on their 

use and control . Thus, we will start by showing to what extent their fields of application are 

rich and varied, in particular in the generation of texts, images, sounds and videos, by giving 

concrete e xamples of both harmful and beneficial application for society. We will then look 

at the ethical issues which could be particularly worrisome with imminent political events . 

Then in a third part we will study the regulations around deepfakes  and how we env isage 
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their evolution. Finally, our desire being to protect the people, we will present existing 

approaches to limit the impact of deepfakes.  
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It usually takes several years for research and development fields to find concrete and useful 

applications for humanity. This was not the case for content generation algorithms, as three 

years after their creation in 2017, GANs  are already widely used by the general public, and 

their m ain application, deepfakes, is starting to gain attention. One simple approach to 

measuring interest in a topic is to look at Google statistics. Below is an excerpt from the 

statistics for deepfake  research around the world.  

Source: Google Trend s 

The fir st search spike detected by Google Trends appears in January 2018. It corresponds to 

the deepfake  porn scandal (pornographic images and videos created by deep learning 

algorithms). Interest in deepfakes  then drops rapidly, before gradually rising again in 2019. 

In fact, two deepfakes  published in 2019 created the buzz. One featured Barack Obama 

insulting Donald Trump, the  other showed Mark Zuckerberg admitting to stealing personal 

data thanks to a secret organization called Spectre. It is also in September  2019 that 

Facebook launched the Deepfake Detection Challenge , which we will talk about later.  

But few are those who fully understand what a deepfake  is.  

What is a deepfake? It is fake content generated by deep learning algorithms, hence the 

name of deepfake. But what is deep learning? First of all, we have to introduce what is called 
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a neural network. It is an artificial intelligence algorithm that is insp ired by the functioning of 

the brain, and in particular the transfer of information between neurons via synapses. A 

single layer of neurons allows the algorithm to learn simple rules and to classify, for instance, 

a word into feminine, masculine or neutral  using training on a dictionary. A neural network 

with several layers will allow more complex learning, such as learning a concept, and will 

identify whether an image represents a cat, a dog or a monkey based on similar images. 

These networks with several layers are what we call deep networks, and deep learning brings 

together all the algorithms developed using deep neural networks.  

In this report, we will take a closer look at the flagship algorithms used for the creation of 

deepfakes: GANs. The method of  these content generation algorithms, for which we will give 

more details in the technical part, is to confront two deep networks: a generator network 

(generator) and a discriminator network (discriminator). To take a concrete example, let's 

imagine a case  where we want to generate a photo of a car in the style of the painter Gauguin. 

The generator network transforms the initial photo of the car and generates a slightly 

modified image using what it has learned from Gauguin's paintings. This generated image,  

which is therefore not a real image, will then be confronted by the discriminator which, like 

an inspector, can precisely evaluate the image produced by the generator with the objective 

of concluding whether it is false or real. If it concludes that it is  real, the discriminator then 

learns that it was wrong and improves its knowledge. If it concludes that it is false, the 

generator learns that its creation was not good enough and also improves its knowledge, 

which allows it to offer a new copy to the disc riminator. And so on... This process allows the 

generator to produce more and more realistic data.  
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Content generation algorithms were introduced in 2014 by Ian Goodfellow, then a researcher 

at the University of Montreal (he also obtained a master's degre e in computer science from 

Stanford University). After working for Google Brain and a collaboration with OpenAI, a non -

profit organization founded by Elon Musk among others, he now works at Apple.  

Here is a history of content generation algorithms:  

 

We will detail these many applications later.  
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1.1. Image generation  

1.1.1. Fun and creative apps  

Anyone who owns a smartphone can now have fun applying filters to style their photos. 

Indeed among others, and this is not the only one, the Deep Art Effects application allows 

you to generate images in the style of great painters such as Monet or Van Gogh. Few people 

suspect that behind these filters lies one of the latest machine learning technologies, and in 

particular a specific category of GANs  (CycleGAN1). For instance, below we see a photograph 

stylized through learning the style of many existing paintings.  

 

Source: Jun-Yan Zhu and al., 2017  

Image applications can go beyond mere entertainment and be extremely useful for those 

looking to complement a damaged photo or mural. Below are the results of an algorithm 

implemented in April 2018 by the American company NVIDIA to complete images which have 

some missing parts. Column (a) is the incomplete photo, (d) is reality and column (c) is the 

algorithm's prediction. Although the prediction is very realistic, we must nevertheless qualify 

these impressive results and note that the algorithm was able to lear n from many similar 

examples.  

 
1 Jun-Yan Zhu, Taesung Park, Phillip Isola, and Alexei A. Efros, A CycleGAN is a GAN that uses two generators and 

two discriminators. Unpaired Image-to-Image Translation using Cycle-Consistent Adversarial Networks, 2017, 

https://junyanz.github.io/CycleGAN  

https://junyanz.github.io/CycleGAN/
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Source: NVIDIA, 2018 

The algorithms allow to generate images from other images but are also able to create 

photos from drawings and even just texts. Below is an example of photographs using a 

drawing (with the Pix2Pix 2 lib rary):  

 
Source: TensorFlow Pix2Pix  

Below is an example of generating images from texts (with StackGAN 3 models):  

 
2
 Pix2Pixis a Tensorflow module, an open source library (developed by Google) widely used by the developersɅ 

community. Tensor Flow, Pix2Pix, 

https://www.tensorflow.org/tutorials/generative/pix2pix  
3
 Rajat Garg developed an example of this. Rajat Garg, Implementing StackGAN using Keras Ɂ Text to Photo-Realistic 

Image Synthesis, 2019, https://medium.com/@mrgarg.rajat/implementing -stackgan-using-keras-a0a1b381125e  

https://www.tensorflow.org/tutorials/generative/pix2pix
https://medium.com/@mrgarg.rajat/implementing-stackgan-using-keras-a0a1b381125e
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Source: Rajat Garg, 2019 

Now let's move on to an example that made an impression in 2018: the first auction of a 

painting generated by an a lgorithm. The creative power of these algorithms and their 

potential to make people dream and create differently has been well understood by the 

French collective Obvious 4, which auctioned off the first painting generated by an algorithm 

at Christie's in New York in October 2018.  

This painting, entitled ɈThe Earl of Belamyɉ as a tribute to  to ϥan Goodfellow (Ɉgood fellowɉ 

can be translated as Ɉbel amiɉ in French), creator of content generation algorithms, was 

designed using these algorithms, which had bee n trained on approximately 15,000 portraits 

painted between the 15th and the 19th centuries. The collective signed the painting with the 

mathematical formula corresponding to the content generation algorithmsɅ learning 

process. It was sold at Christie's fo r over 400,000 USD 5.  

 
4
 Obvious, https://obvious -art.com   

5
 CHRϥSTϥEɅS, ϥs artificial intelligence set to become artɅs next medium?, 2018, 

https://www.christies.com/features/A -collaboration -between -two -artists -one-human -one-a-machine -9332-

1.aspx 

 

https://obvious-art.com/
https://www.christies.com/features/A-collaboration-between-two-artists-one-human-one-a-machine-9332-1.aspx
https://www.christies.com/features/A-collaboration-between-two-artists-one-human-one-a-machine-9332-1.aspx
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Source: CHRϥSTϥEɅS, 2018 © Obvious 

We show below a zoomed -in image of the amusing signature, which does not show the name 

of the collective but the mathematical formula characteristic of content generation 

algorithms. We will come back to this example in the part of this report discussing the legal 

angle, and in particular the intellectual property of the content or works produced by these 

algorithms.  
























































































































































































































































